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Abstract
Background  The Human Leukocyte Antigen (HLA) genes are a group of highly polymorphic genes that are 
located in the Major Histocompatibility Complex (MHC) region on chromosome 6. The HLA genotype affects 
the presentability of tumour antigens to the immune system. While knowledge of these genotypes is of utmost 
importance to study differences in immune responses between cancer patients, gold standard, PCR-derived 
genotypes are rarely available in large Next Generation Sequencing (NGS) datasets. Therefore, a variety of methods for 
in silico NGS-based HLA genotyping have been developed, bypassing the need to determine these genotypes with 
separate experiments. However, there is currently no consensus on the best performing tool.

Results  We evaluated 13 MHC class I and/or class II HLA callers that are currently available for free academic use and 
run on either Whole Exome Sequencing (WES) or RNA sequencing data. Computational resource requirements were 
highly variable between these tools. Three orthogonal approaches were used to evaluate the accuracy on several 
large publicly available datasets: a direct benchmark using PCR-derived gold standard HLA calls, a correlation analysis 
with population-based allele frequencies and an analysis of the concordance between the different tools. The highest 
MHC-I calling accuracies were found for Optitype (98.0%) and arcasHLA (99.4%) on WES and RNA sequencing data 
respectively, while for MHC-II HLA-HD was the most accurate tool for both data types (96.2% and 99.4% on WES and 
RNA data respectively).

Conclusion  The optimal strategy for HLA genotyping from NGS data depends on the availability of either WES or 
RNA data, the size of the dataset and the available computational resources. If sufficient resources are available, we 
recommend Optitype and HLA-HD for MHC-I and MHC-II genotype calling respectively.
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Background
The human Major Histocompatibility Complex (MHC) 
is a gene complex located on the p-arm of chromosome 
6 that contains two large clusters of genes with antigen 
processing and presentation functions: the MHC class I 
and MHC class II regions [1–3].

MHC class I molecules are involved in the presentation 
of endogenous antigens to cytotoxic T-cells and consist 
of a heavy chain encoded by one of the MHC class I genes 
(HLA-A, HLA-B or HLA-C), and a light β2 microglobu-
lin chain [4–6]. Their role in tumour immunity has been 
established for a long time [7]. Indeed, they can present 
neoantigens, small mutated peptides, to CD8 + T cells, 
resulting in an immune response and cancer cell death [8, 
9].

The most frequently studied MHC class II genes include 
HLA-DPA1, HLA-DPB1, HLA-DQA1, HLA-DQB1, HLA-
DRA1 and HLA-DRB1. They encode alpha/beta heterodi-
mers that form the MHC class II protein complex. The 
role of these genes in anti-tumour immunity is emerging 
[10–12]. MHC class II mediated tumour-immune inter-
action occurs either via an indirect or a direct mecha-
nism. First, cancer cells can secrete neoantigens that are 
subsequently taken up and presented on the MHC-II of 
antigen presenting cells infiltrating the tumour [10, 13, 
14]. Additionally, some tumours express MHC-II them-
selves and can directly interact with CD4 + T-cells [10, 
14].

The peptide-binding region of HLA molecules is highly 
polymorphic and specific HLA alleles determine neoan-
tigen binding and presentation to the immune system. 
Genotype dependent differences in HLA binding affinity 
could lead to differential responses to immunotherapy, 
as illustrated by the association that has been described 
between MHC-I genotypes (e.g., HLA-B62) and sur-
vival in immune checkpoint blockade (ICB)-treated 
advanced melanoma patients [15]. It is currently unclear 
whether MHC-II genotypes also determine responses to 
immunotherapy.

Such association studies require knowledge of the HLA 
genotype. PCR methods are currently the gold stan-
dard for this genotyping but datasets with PCR-based 
HLA calls are rarely available [16–18]. HLA genotyping 
can also be performed on Next Generation Sequencing 
(NGS) data. A plethora of tools has been developed for 
this task. Polysolver and Optitype are often recommended 
as the best performing tools for MHC-I genotyping [19]. 
For MHC-II genotyping there is currently no consensus 
about the best method. Several benchmarks have been 
performed previously [17, 19–26], but these were either 
not applied to MHC class II or did not include some 
recently published tools.

In this study, we compiled a list of 13 tools that predict 
HLA genotypes from NGS data and benchmarked their 

performance on both the 1000 Genomes dataset and on 
an independent cell line dataset [27]. Subsequently, we 
assessed their performance on 9162 WES and 9761 RNA 
sequencing files from The Cancer Genome Atlas (TCGA) 
by comparing the predicted allele frequencies with refer-
ence population allele frequencies. Based on these find-
ings, we give recommendations on which tool to use for a 
given data type and how the outputs of multiple tools can 
be combined into a consensus prediction.

Results
Selection of 13 HLA genotyping tools with variable 
computational resource requirements
We identified 22 available HLA genotyping tools from 
literature (Table  1). Thirteen tools that were free for 
academic use, applicable on Whole Exome Sequencing 
(WES), Whole Genome Sequencing (WGS) or RNA-Seq 
data and ran on Ubuntu 20.04 were included in this study: 
arcasHLA, HLA-HD, HLA-VBSeq, HLA*LA, HLAforest, 
HLAminer, HLAscan, Kourami, Optitype, PHLAT, Poly-
solver, seq2HLA and xHLA (Table S1). These HLA typ-
ing algorithms mainly differ in how they map sequencing 
reads to a panel of reference HLA allele sequences and 
the strategy they use to subsequently score candidate 
alleles [28, 29] (Table S2; see Supplementary Note for 
method-specific details). All 13 tools can make allele pre-
dictions for the three MHC class I genes (HLA-A, HLA-
B and HLA-C) and 9 tools support additional calling of 
the MHC class II genes HLA-DPA1, HLA-DPB1, HLA-
DQA1, HLA-DQB1 and HLA-DRB1. Two methods sup-
port only a subset of the MHC class II genes: xHLA does 
not support calling HLA-DPA1 and HLA-DQA1, while 
PHLAT does not support HLA-DPA1 and HLA-DPB1. 
The tools also differ in which data types they support: 6 
of them require WES data, 3 tools require RNA data and 
the 4 remaining tools support both data types (Table 1).

Firstly, the computing time and memory usage of the 
thirteen selected tools were measured on a random sub-
set of 10 WES and 10 RNA sequencing files from the 
TCGA project (Fig. 1).

Among the 10 WES-supporting methods Optitype 
(median 2.48  h) and HLA*LA (median 1.84  h) require 
the largest computing time. The remaining WES tools 
take less than 1 h per file, with HLAminer, Kourami and 
PHLAT being the fastest (97  s, 225  s and 253  s respec-
tively). Apart from being computationally intensive, 
HLA*LA is also the most memory demanding WES 
tool (median 36.3 GiB per file). Other WES tools with 
a median memory consumption higher than 5 GiB are 
xHLA (median 22.9 GiB), Kourami (median 9.3 GiB) and 
HLA-HD (median 6.7 GiB). The relatively low memory 
usage of Polysolver makes it feasible to compensate for 
its long running time by processing multiple samples in 
parallel.



Page 3 of 14Claeys et al. BMC Genomics          (2023) 24:247 

Ta
bl

e 
1 

O
ve

rv
ie

w
 o

f e
va

lu
at

ed
 to

ol
s 

fo
r N

G
S-

ba
se

d 
H

LA
 g

en
ot

yp
in

g.
 C

he
ck

m
ar

ks
 a

nd
 c

ro
ss

es
 in

di
ca

te
 w

hi
ch

 N
G

S 
m

et
ho

ds
 (W

ES
 a

nd
/o

r R
N

A
-S

eq
) a

nd
 in

pu
t fi

le
 ty

pe
s 

(F
A

ST
Q

 a
nd

/
or

 B
A

M
) a

re
 s

up
po

rt
ed

 a
nd

 fo
r w

hi
ch

 g
en

es
 p

re
di

ct
io

ns
 c

an
 b

e 
m

ad
e.

 T
he

 to
ol

s 
in

 th
e 

up
pe

r p
ar

t o
f t

he
 ta

bl
e 

ar
e 

be
nc

hm
ar

ke
d 

in
 th

is
 s

tu
dy

. T
oo

ls
 in

 th
e 

lo
w

er
 p

ar
t o

f t
he

 ta
bl

e 
di

d 
no

t f
ul

fil
 o

ur
 in

cl
us

io
n 

cr
ite

ria
 a

nd
 w

er
e 

no
t f

ur
th

er
 c

on
si

de
re

d.
 *

 W
or

ks
 p

re
fe

re
nt

ia
lly

 w
ith

 W
G

S 
in

st
ea

d 
of

 W
ES

 d
at

a
D

at
a 

ty
pe

In
pu

t fi
le

ty
pe

H
LA

 lo
ci

Ve
rs

io
n

W
ES

RN
A

BA
M

FA
ST

Q
A

B
C

D
PA

1
D

PB
1

D
Q

A
1

D
Q

B1
D

RB
1

In
cl

ud
ed

ar
ca

sH
LA

 [1
8]

✗
✓

✓
✓

✓
✓

✓
✓

✓
✓

✓
✓

0.
2.

0

H
LA

-H
D

 [3
0]

✓
✓

✗
✓

✓
✓

✓
✓

✓
✓

✓
✓

1.
3.

0

H
LA

-V
BS

eq
 [3

1]
✓

*
✗

✓
✗

✓
✓

✓
✓

✓
✓

✓
✓

2

H
LA

*L
A

 [3
2]

✓
✗

✓
✗

✓
✓

✓
✓

✓
✓

✓
✓

1.
0.

1

H
LA

fo
re

st
 [3

3]
✗

✓
✗

✓
✓

✓
✓

✓
✓

✓
✓

✓
1

H
LA

m
in

er
 [3

4]
✓

✓
✗

✓
✓

✓
✓

✓
✓

✓
✓

✓
1.

4

H
LA

sc
an

 [3
5]

✓
✗

✓
✓

✓
✓

✓
✓

✓
✓

✓
✓

2.
1.

4

Ko
ur

am
i [

36
]

✓
*

✗
✓

✗
✓

✓
✓

✓
✓

✓
✓

✓
0.

9.
6

O
pt

ity
pe

 [1
6]

✓
✓

✗
✓

✓
✓

✓
✗

✗
✗

✗
✗

1.
3.

5

PH
LA

T 
[3

7]
✓

✓
✗

✓
✓

✓
✓

✗
✗

✓
✓

✓
1.

1

Po
ly

so
lv

er
 [8

]
✓

✗
✓

✗
✓

✓
✓

✗
✗

✗
✗

✗
4

se
q2

H
LA

 [3
8]

✗
✓

✗
✓

✓
✓

✓
✓

✓
✓

✓
✓

2.
3

xH
LA

 [3
9]

✓
✗

✓
✗

✓
✓

✓
✗

✓
✗

✓
✓

0.
0.

0

N
ot

 in
cl

ud
ed

A
LP

H
LA

RD
-N

T 
[4

0]
✓

✗
✓

✗
✓

✓
✓

✓
✓

✓
✓

✓
AT

H
LA

TE
S 

[4
1]

✓
✗

✗
✓

✓
✓

✓
✗

✗
✗

✓
✓

H
LA

Pr
ofi

le
r [

42
]

✗
✓

✗
✓

✓
✓

✓
✓

✓
✓

✓
✓

H
LA

re
po

rt
er

 [4
3]

✓
✗

✗
✓

✓
✓

✓
✓

✓
✓

✓
✓

H
LA

ss
ig

n 
[4

4]
✓

✗
✗

✓
✓

✓
✓

✓
✓

✓
✓

✓
O

nc
oH

LA
 [4

5]
✓

✗
✗

✓
✓

✓
✓

✓
✓

✓
✓

✓
Po

ly
Ph

eM
e 

[4
6]

✓
✗

✗
✓

✓
✓

✓
✗

✗
✗

✓
✓

SN
P2

H
LA

 [4
7]

✗
✗

✗
✗

✓
✓

✓
✓

✓
✓

✓
✓

SO
A

P-
H

LA
 [4

8]
✓

✗
✓

✗
✓

✓
✓

✓
✓

✓
✓

✓



Page 4 of 14Claeys et al. BMC Genomics          (2023) 24:247 

Fig. 1  Computational resource consumption of the 13 selected tools. (A-B) Boxplots compare the resources needed by the different tools to analyse 
one sequencing file on a system with a single CPU core. Each tool was applied on WES and/or RNA sequencing files (n = 10), as indicated at the top of the 
figure. Different tools are represented with a different colour of the boxplot, as indicated in the legend. The y-axes are displayed on a logarithmic scale. 
(A) Time consumption per sample. (B) Maximal memory consumption per sample
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Among the 7 RNA-supporting methods, HLA-HD has 
the longest computing time per sample (median 15.0 h). 
At the other end of the spectrum, the sole pseudoalign-
ment-based tool arcasHLA takes only 38s per file. The 
most memory intensive tool is HLA-HD (median mem-
ory peaks of 103.1 GiB), followed by Optitype (median 
34.1 GiB). The other RNA tools have a memory usage 
lower than 10 GiB. Remarkably, HLAminer, PHLAT and 
HLA-HD, which are compatible with both WES and RNA 
data take a longer time on RNA data (median comput-
ing time per sample is 29.4, 8.9, 6.8 times longer for HLA-
HD, PHLAT and HLAminer respectively).

HLA*LA and HLA-HD are the best performing MHC class II 
genotyping tools on WES data
The 10 selected algorithms that are compatible with 
WES data were benchmarked using data from the  1000 
Genomes Project [49] (average HLA gene read 
depth = 40x +/- 16.7). Predictions were made for HLA-A 
(n = 1012), HLA-B (n = 1011), HLA-C (n = 1010), HLA-
DQB1 (n = 1008), HLA-DRB1 (n = 1000) and HLA-DQA1 
(n = 68) (Fig.  2). HLA-DPA1 and HLA-DPB1 were not 
benchmarked due to the lack of available gold standard 
calls. For MHC-I genes (HLA-A, HLA-B, HLA-C), the 
best accuracy was obtained with Optitype (98.0%), fol-
lowed by Polysolver and HLA*LA (94.9% and 94.4% 
respectively). For MHC-II genes (HLA-DQA1, HLA-
DQB1 and HLA-DRB1), the best allele predictions were 
made using HLA-HD and HLA*LA (96.2% and 95.7% 
accuracy respectively). These were the only two methods 
to reach an accuracy of 90% on all tested MHC-II genes. 
HLAscan (74.2%), HLA-VBSeq (60.2%) and HLAminer 
(53.8%) performed considerably worse than the other 
tools.

We observed large variabilities in calling accuracies 
between MHC class II genes (Fig. 2). Overall, HLA-DQB1 
was the hardest MHC-II gene to call. Except for PHLAT, 
all tools obtained their worst MHC-II call accuracy on 
this gene. HLA-DQA1, on the other hand, was the gene 
with the highest calling accuracy for all tools that support 
it, except for HLAminer and Kourami.

Incorrect calls are either caused by wrong allele 
calls or a failure to make an allele call. HLA-VBSeq and 
HLAminer had both a high rate of wrong and failed calls 
(Figures S1-S2). When HLAscan or Kourami were able to 
make a call, their predictions were mostly reliable (Figure 
S1), but these tools regularly failed to produce an output 
(Figure S2). Miscalled samples had a significantly lower 
average read depth in the HLA genes than correctly 
called samples for most tools (Figure S3). Notably, large 
differences in coverage sensitivity were observed between 
the different tools, with Kourami and HLA-VBSeq being 
the most sensitive and Optitype being the least affected 
(Figure S4). An in silico analysis that simulated the effect 

of lowering coverage (to 50%, 10%, 5% and 1%) for the 
best performing tools suggested that the minimal aver-
age read depth to get 90% accuracy is 12.2x and 17.4x 
for MHC-I with Optitype and MHC-II with HLA-HD 
respectively (Figure S5).

Subsequently, we performed an independent bench-
mark using the smaller NCI-60 cell line dataset (n = 58, 
average HLA gene read depth = 37x +/- 25.8), which 
largely confirmed our results (Figure S6). Addition-
ally, this analysis indicated that the best performing 
MHC class II supporting tools also performed well on 
HLA-DPB1.

HLA-HD, PHLAT and arcasHLA are the best performing 
MHC class II genotyping tools on RNA data
We then evaluated the 7 selected methods that sup-
port HLA calling on RNA sequencing data from 
the 1000 Genomes Project [50] (average HLA gene read 
depth = 2807x +/- 1300). Predictions were made for HLA-
A (n = 373), HLA-B (n = 372), HLA-C (n = 372), HLA-
DQB1 (n = 371), HLA-DRB1 (n = 362) and HLA-DQA1 
(n = 53) (Fig. 2).

ArcasHLA and Optitype had the best MHC-I allele 
predictions (99.4% and 99.2% accuracy, respectively), fol-
lowed by HLA-HD (98.0%), seq2HLA (95.9%) and PHLAT 
(95.4%). Similar accuracies were found for MHC-II allele 
predictions, with HLA-HD, PHLAT and arcasHLA per-
forming the best (99.4%, 98.9% and 98.1%, respectively). 
Contrary to its good prediction of MHC class I alleles, 
seq2HLA has a lower accuracy for MHC class II (87.8%). 
RNA-based tools were generally less affected by coverage 
differences than DNA-based tools, which is likely related 
to the higher absolute coverage of RNA-Seq as compared 
to WES data (Figures S3-S5). The high MHC-I accuracies 
of arcasHLA and Optitype were confirmed on the inde-
pendent NCI-60 dataset (91.8% and 90.0%, respectively; 
n = 58, average HLA gene read depth = 578x +/- 837). The 
accuracy of HLA-HD, PHLAT and seq2HLA was worse 
on the cell lines than in the benchmark on the 1000 
Genomes data (86.6%, 83.3% and 82.3%, respectively). 
As MHC-II is generally not expressed in cell lines, this 
benchmark was not performed for those genes.

Correlation and concordance analyses on large 
independent datasets confirm the benchmarking results
Being one of the few large sequencing datasets for which 
gold standard HLA genotypes for both MHC classes are 
available, many algorithms included in our benchmark 
were developed, optimized and validated using files from 
the 1000 Genomes Project, introducing a potential bias. 
Additionally, no evaluation was possible for HLA-DPA1 
and HLA-DPB1, due to the lack of gold standard HLA 
calls. Therefore, we performed an indirect and inde-
pendent evaluation on a large NGS dataset obtained 
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from TCGA (WES: n = 9162 with an average HLA read 
depth = 66x +/- 28.6; RNA: n = 9761 with an average HLA 
read depth = 3076x +/- 2775).

We first compared the observed allele frequencies for 
each tool with the expected population frequencies. We 
calculated how often each of the alleles was predicted 
by a certain tool to obtain an observed allele frequency, 
stratifying for Caucasian American (n = 7935) and Afri-
can American (n = 938) ethnicities. By comparing these 
frequencies to the expected allele frequencies, as derived 
from Allele Frequency Net [51], strong significant cor-
relations were found for the WES-based tools HLA-
HD (minimal Pearson’s r = 0.970; P = 1.5*10− 5), HLA*LA 

(min. r = 0.968; P = 7.6*10− 5), Optitype (min. r = 0.978; 
P = 5.5*10− 108), Polysolver (min. r = 0.976; P = 4.7*10− 58) 
and xHLA (min. r = 0.978; P = 4.4*10− 115) and for the 
RNA-based tools Optitype (min. r = 0.972; P = 6.2*10− 47), 
arcasHLA (min. r = 0.939; P = 1.2*10− 19) and PHLAT (min. 
r = 0.937; P = 2.1*10− 5). The correlations were consider-
ably worse for HLA‑VBSeq (min. r = 0.867; P = 4.1*10− 23), 
HLAminer (min. r = 0.557; P = 1.2*10− 8 and r = 0.593; 
P = 6*10− 7, for WES and RNA respectively) and HLA-
forest (min. r = 0.423; P = 1.8*10− 3) than for the other 
tools (Fig.  3). These findings largely confirm the results 
of the benchmark on the 1000 Genomes data. Nota-
bly, among the well performing tools, arcasHLA had a 

Fig. 2  HLA allele prediction accuracies. Radar plots of HLA allele prediction accuracies on samples from the 1000 Genomes Project. Coloured lines repre-
sent different genes, as indicated in the legend below the plots. Corners of the radar plots correspond to the tools that were evaluated for that data type. 
The Meta tool corresponds to the 4-tool consensus metaclassifier
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worse correlation for HLA-DRB1 in African Americans 
(r = 0.939; P = 1.2*10− 19), which is mainly due to the dis-
crepancy between the observed and predicted frequency 
of HLA-DRB1*14:02 in this population (Figure S7).

We then calculated for each pair of tools how often 
their predictions are concordant (Figures S8-S11). Tools 
that performed poorly in the previous analyses (e.g., 
HLAminer, HLA-VBSeq and HLAforest) consistently 
have a low concordance with all other tools. In contrary, 
tools that scored high in the previous analyses (such as 
Optitype, HLA*LA, arcasHLA and HLA-HD) made pre-
dictions that are consistent with each other. Noteworthy, 
this is also the case for HLA-DPA1 and HLA-DPB1, two 
genes for which no gold standard data was available, sug-
gesting that predictions for these genes are reliable as 
well.

A consensus metaclassifier improves HLA predictions for 
WES data
We noted that only for a very small fraction of the 
samples the genotypes are wrongly typed by all tools 

simultaneously (median 0.79% for WES and 0.68% for 
RNA; Figures S12-S13). This complementarity of the 
tools’ allele predictions opens the possibility to combine 
predictions of different HLA callers into a consensus 
prediction. We first applied a majority voting algorithm 
to the output of all tools, with the predicted allele pair 
being the one with the most votes. On the WES data, 
this approach outperforms the predictions of each indi-
vidual tool for all genes. This is best illustrated by the 
HLA-DQB1 gene, where the accuracies increased from 
93.2% with the best performing tool (HLA*LA) to 96.3% 
when the voting metaclassifier was used. On RNA data, 
where the best tools already attain accuracies over 99% 
by themselves, only minor improvements were made by 
combining the results (Figure S14).

Based on these results, we determined the minimal 
number of tools that must be included in the WES-based 
metaclassifier to produce reliable results (See Methods; 
Fig. 4). For the WES data, including 4 tools in the model 
led to a considerable improvement for all genes for both 
MHC classes. The best accuracies were observed when 

Fig. 3  Correlations between observed and expected allele frequencies. Heatmap of correlations between observed allele frequencies and frequencies 
expected in an African American and in a Caucasian American population. Vertical axis indicates the tools, with different colours representing the data 
type (WES or RNA) on which the tool was applied. Rows were sorted according to the mean correlation of the tool. Size of the circles indicates the P value 
of the correlation test as indicated in legend. Absent circles indicate that the tool could not be evaluated on that gene
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Optitype, HLA*LA, Kourami and Polysolver were com-
bined for MHC-I predictions (99.0% accuracy) and 
with HLA*LA, HLA-HD, PHLAT and xHLA for MHC-
II predictions (98.4% accuracy). Raising the number of 
tools further only resulted in marginal gains. Strikingly, 
the accuracy of the HLA-DQB1 allele predictions even 

decreases when more tools were included in the model. 
Therefore, we suggest combining the output of 4 tools for 
both MHC classes.

To evaluate whether the good performance of this 
approach is generalizable to other datasets, we assessed 
the correlation between the expected allele frequencies 

Fig. 4  Accuracies of meta-prediction models with an increasing number of included tools. Tools were added one by one to the consensus metaclassifier 
model. At each step, the prediction accuracies of the best performing metaclassifier model for a given number of tools were plotted at the top of the 
figure. Unfilled markers are placed at the smallest number of tools where the maximal accuracy was obtained for that gene. Black lines indicate the aver-
age accuracy of the consensus predictions for the two MHC classes (averaged over all genes of that class). The table below the plot indicates which tools 
were selected in each model for a given number of tools
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and the allele frequencies observed using the 4-tool WES 
consensus predictions on the TCGA dataset and com-
pared the results with our previous findings. The allele 
frequencies predicted by the metaclassifier correlated 
better with the expected allele frequencies (Fig.  3) than 
was the case for the individual tools that supported all 
genes of interest.

Discussion
Rapid technological advancements in NGS have resulted 
in the generation of numerous publicly available DNA 
and RNA sequencing datasets. These data have been crit-
ical for understanding the genomic basis of human carci-
nogenesis [52]. In the field of immuno-oncology, genomic 
data have also been used to study immune selection [53, 
54] and, additionally, the availability of corresponding 
clinical data opens possibilities for studying HLA-depen-
dent cancer susceptibility or even differences in clini-
cal ICB responses between cancer patients [15, 55–57]. 
However, this requires that the HLA genotype for each 
subject can be accurately determined. An ever-increasing 
number of NGS-based HLA typing software applications 
have been developed. In this study, we benchmarked the 
performance of 13 publicly available tools. To our knowl-
edge, this is the most extensive benchmark of MHC 
genotyping tools that has been performed so far (Table 
S3).

First, we evaluated the tools by comparing their output 
to genotypes derived from a PCR-based approach. While 
PCR methods are the gold standard for HLA typing, 
they have limitations that could lead to ambiguous typ-
ing results [58]. Furthermore, inconsistencies have been 
reported across PCR-based HLA typing datasets that are 
available for the 1000 Genomes samples [59] which could 
have affected our benchmarking results. Therefore, we 
also used 2 other, indirect approaches to assess the per-
formance of the different tools.

Both a concordance analysis between the tools’ predic-
tions and a correlation analysis between predicted and 
expected allele frequencies confirmed our benchmark-
ing results. To avoid biasing the results of this correlation 
analysis, we disabled ethnicity-specific allele frequen-
cies for the algorithms that support this (i.e., arcasHLA 
and Polysolver). However, in the case of arcasHLA, when 
no specific ethnicity is specified, it uses prior frequen-
cies that depend on the prevalence of the alleles in the 
entire human population, possibly hindering its ability to 
call alleles that are uncommon in the specified popula-
tion. This is illustrated by the worse correlation between 
observed and expected allele frequencies of arcasHLA 
for HLA-DRB1 in the African American population, due 
to an overestimation of the frequency of the rare HLA-
DRB1*14:02 allele.

The benchmarking of DNA-based tools was limited 
to WES data in our study. This likely explains the worse 
performance and strong coverage sensitivity of both 
Kourami and HLA-VBSeq, which are algorithms that 
were primarily developed to be applied on (high-cover-
age) Whole Genome Sequencing data [36, 60].

We found that Optitype, Polysolver, HLA-HD, HLA*LA 
and xHLA are all solid choices for WES-based MHC 
genotyping, while Optitype, HLA-HD, arcasHLA and 
PHLAT are the better performing tools for RNA data. 
On the other hand, HLAminer, HLA-VBSeq and HLAs-
can performed rather poorly in our benchmark. Similar 
trends were observed in previous independent bench-
marking studies [17, 20, 22–26] that focused on a subset 
of tools and/or genes (Table S3), with the exception of 
xHLA where we obtained considerably higher accuracies 
on WES data than reported in a study by Chen et al. [22].

The optimal strategy for HLA genotyping depends on 
a few factors: the availability of WES or RNA data, the 
size of the dataset that needs to be analysed and the 
available computational resources. Additionally, MHC 
class II typing based on RNA data is only feasible on 
sequencing data derived from MHC-II expressing cells. 
For WES data, Optitype and HLA-HD are the best per-
forming individual tools for MHC class I and MHC 
class II typing, respectively. For RNA data, the same 
tools are recommended when sufficient computational 
resources are available. However, the large resource and 
time consumption of HLA-HD on RNA data makes its 
usage rather impractical on large datasets. As an alterna-
tive, arcasHLA is recommended, which is both the fast-
est and more accurate tool for RNA that supports all 5 
MHC class II genes. Finally, we have demonstrated that 
the accuracy of the WES-based HLA genotype predic-
tions can be improved further by combining the output 
of Optitype, HLA*LA, Kourami and Polysolver for MHC-I 
typing and combining HLA*LA, HLA-HD, PHLAT and 
xHLA for MHC-II typing using a majority voting rule. 
The drawback of this metaclassifier approach is that it 
vastly increases the computational requirements, imply-
ing it is only a realistic option if sufficient resources are 
available or the sample size is relatively small. For RNA 
data a similar metaclassifier approach did not lead to a 
further improvement of the prediction accuracies.

Conclusions
Our extensive benchmark demonstrated that the optimal 
strategy for HLA genotyping from NGS data depends on 
the availability of either DNA or RNA sequencing data, 
the size of the dataset and the available computational 
resources. If sufficient resources are available, we recom-
mend Optitype and HLA-HD for MHC-I and MHC-II 
genotype calling respectively.
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Methods
Selection of tools
A list of existing HLA genotyping tools for NGS data was 
compiled from literature between October and Decem-
ber 2020. The tools that fulfilled the following criteria 
were selected for further analysis: the tool should be free 
for academic use, support WES and/or RNA sequencing 
data, should not require enrichment of the HLA region 
before sequencing and should be a Linux command line 
tool that we could successfully run on our system. When 
the authors provided instructions on how to update the 
IPD-IMGT/HLA database used by their tool, this data-
base was updated to version 3.43. This was the case for 
three tools: HLA-HD, HLAminer and Kourami.

Next-generation sequencing datasets for benchmark
Slices of the 1012 CRAM files of WES data from the 
1000 Genomes on GRCh38 dataset [49] that were used 
for the benchmark on WES data were obtained from the 
International Genome Sample Resource using the sam-
tools view command (version 1.12). The following con-
tigs were included in the download: the MHC region 
on the primary assembly (chr6:28,509,970–33,480,727), 
all 525 contigs starting with HLA- and all unmapped 
reads. The sliced BAM files for the RNA benchmark 
were obtained from the Geuvadis [50] RNA-Seq data-
set (part of the 1000 Genomes Project) via ArrayExpress 
(accession number E-GEUV-1). All reads mapped to the 
MHC region and the unmapped reads were included in 
the download. Sequencing data from NCI-60 cell lines 
[24] were obtained from the Sequence Read Archive 
with accession numbers SRP150855 (WES) [27] and 
SRP133178 (RNA) [61]. The NCI-60 sequencing data 
were realigned according to the same alignment pipeline 
used by the 1000 Genomes on GRCh38 dataset [49]: reads 
were aligned to the complete GRCh38 reference genome, 
including alternate (ALT) contigs and HLA sequences, 
using an alternative scaffold-aware version of BWA-
MEM. As done in the same 1000 Genomes alignment 
pipeline, PCR-introduced duplicates were marked using 
the markduplicates function in BioBamBam (version 
2.0.182). Aligned sequences of Whole Exome Sequencing 
(WES) and RNA sequencing experiments from The Can-
cer Genome Atlas (TCGA) were downloaded in BAM for-
mat from the Genomic Data Commons (GDC) portal. All 
9162 available BAM files of blood-derived normal WES 
samples were selected. For RNA-Seq, all 9762 RNA-Seq 
samples that were derived from primary tumours and 
were aligned using the “STAR 2-Pass” workflow, were 
selected. Reads mapped to the MHC region of chromo-
some 6 (chr6:28,509,970–33,480,727) and unmapped 
reads were extracted from the BAM files and down-
loaded following the instructions that are described in 
the GDC API. For the RNA-Seq samples one file failed to 

download after multiple attempts. The resulting dataset 
consists of 9162 blood-derived normal WES samples and 
9761 primary tumour RNA-Seq samples from 33 avail-
able cancer types. The most resource intensive RNA tools 
were applied on a subset of the TCGA dataset. Optitype 
was applied on 2226 RNA files, HLAforest on 2900 files 
and HLA-HD was not applied on the TCGA data.

Calculating the coverage of sequencing data and assessing 
its influence on accuracy
For all downloaded whole-exome and RNA sequencing 
files, the average read depth in each of the exons of the 
HLA genes (HLA-A, HLA-B, HLA-C, HLA-DPA1, HLA-
DPB1, HLA-DQA1, HLA-DQB1 and HLA-DRB1) was 
determined using Mosdepth (version 0.2.9) [62]. To assess 
the influence of coverage on the HLA typing accuracy, we 
first calculated the average HLA read depth by averag-
ing the read depth in the most polymorphic region of the 
HLA genes (i.e., the exons encoding the peptide binding 
region: exons 2 and 3 for MHC-I and exon 2 for MHC-
II). The average HLA read depths for genes and samples 
that were correctly predicted (both alleles correct) were 
then compared with the average HLA read depths that 
correspond to incorrect predictions using a Wilcoxon 
rank sum test. Subsequently, a logistic regression model 
was fitted that relates the average HLA read depths for 
a gene and sample with the correctness of the corre-
sponding allele pair prediction. Then, we performed an in 
silico analysis to simulate the effect of lowering coverage. 
100 WES and 100 RNA sequencing files were randomly 
selected. From each of these files, subsampled BAM files 
were derived that contain respectively 100%, 50%, 10%, 
5%, 1% of the reads of the original file (using the samtools 
view command, version 1.12). To obtain an absolute read 
depth for these samples, we multiplied the average HLA 
read depth by the fraction of the reads that was retained. 
The minimum read depth required to obtain an accuracy 
of 90% was then calculated by linearly interpolating the 
results of this analysis.

Gold standard HLA typing data
Gold standard PCR-based HLA calls for the samples 
from the 1000 Genomes on GRCh38 dataset were pro-
vided by three earlier studies [26–28]. The HLA geno-
types from these datasets were merged. Where the calls 
did not agree, the calls by Gourraud et al. [63] were pre-
ferred. For the NCI-60 cell lines, PCR-based HLA geno-
types were provided in a study by Adams et al. [29]. For 
both reference datasets alleles were mapped to the cor-
responding G-groups, as defined by IPD-IMGT (http://
hla.alleles.org/alleles/g_groups.html), and trimmed to 
second-field resolution.

http://hla.alleles.org/alleles/g_groups.html
http://hla.alleles.org/alleles/g_groups.html
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HLA allele predictions
All 13 selected tools were run on the sliced BAM files 
following the guidelines of the authors. For tools requir-
ing FASTQ input files, a FASTQ file was extracted from 
the sliced BAM files using samtools fastq. For HLAscan, 
which supports input files in either file format, the input 
was provided in BAM format. For tools that allowed to 
specify a list of loci that should be called HLA-A, HLA-
B, HLA-C, HLA-DPA1, HLA-DPB1, HLA-DQA1, HLA-
DQB1 and HLA-DRB1 were chosen. Kourami was run 
with the -a (additional loci) parameter to call the HLA-
DPA1 and HLA-DPB1 genes. In rare cases, this led to a 
crash of the tool and Kourami was run again without the 
-a parameter. For HLAminer only the HPRA mode was 
evaluated. xHLA, Polysolver and HLA-VBSeq were not 
compatible with BAM files that are aligned to a reference 
genome build that includes ALT contigs. For these tools, 
an additional realignment step was performed before the 
tool was executed. Input data for xHLA and Polysolver 
were realigned to a GRCh38 build that excludes ALT 
contigs. The input data for HLA-VBSeq was realigned 
to GRCh37. All allele predictions were mapped to the 
corresponding G-groups and trimmed at second-field 
resolution.

Measuring the resource consumption
The running time and memory consumption required by 
the tools were measured for a random subset of 10 WES 
and 10 RNA sequencing files from the TCGA project. 
Each tool was executed in a separate Docker container 
(version 19.03.3) that was allocated a single CPU core. 
When the package provided a parameter to specify the 
number of threads, this was set to 1. Per file, the mem-
ory usage of the Docker container was monitored using 
the docker stats command. The running time was calcu-
lated as the time interval between the start and the end 
of the tool, excluding the time to start the Docker con-
tainer. Pre-processing steps related to realignment to a 
different genome build (as required for xHLA, Polysolver 
and HLA-VBSeq) were not included in the resource con-
sumption assessment. For HLA-HD the analysis of a sin-
gle sample did not complete successfully as the required 
amount of memory exceeded what we have available on 
our system.

Performance metric
For each sample, two allele predictions were made. 
An allele prediction was labelled “correct” when it was 
listed as one of the two alleles in the gold standard for 
that patient. When a tool made a homozygous predic-
tion, while the gold standard was heterozygous, at most 
one of the two predictions was labelled “correct” for that 
sample. The accuracy of the predictions is then defined 
as the proportion of all correctly predicted alleles divided 

by twice the number of samples. Samples where the gold 
standard was missing for a particular gene were ignored 
for that gene.

Population frequency data
Lists of expected HLA allele frequencies for an African 
American and for a Caucasian American population 
were constructed based on 18 different studies in the 
Allele Frequency Net [51] database (Table S4). The stud-
ies were selected based on the following criteria. First, 
we required that the study was conducted on a Black or 
Caucasoid population from the United States. This was 
not possible for HLA-DPA1 where no HLA allele fre-
quencies were available for these ethnicities. As a substi-
tute, the allele frequencies of three European populations 
(French, Swedish and Basques) were used to approximate 
the allele frequencies for this gene in Caucasian Ameri-
cans. As a second requirement, the HLA calls should be 
determined by a PCR-based method. Thirdly, the Allele 
Frequency Net database should have assigned a gold label 
(i.e., allele frequency sums to 1, sample size of study > 50, 
and at least 2-field resolution) to the study for the gene of 
interest. Lastly, it was required that the subjects included 
in the selected studies were healthy subjects (i.e., selected 
for an anthropological study, blood donors, bone mar-
row registry or controls for a disease study). Allele fre-
quencies from different studies were combined by taking 
the average frequency, weighted according to the study’s 
sample size. All alleles were mapped to the correspond-
ing G-groups and trimmed at second-field resolution.

Correlation between expected and observed allele 
frequencies.

For all tools and for each supported data type, the 
number of times that each allele was called was counted. 
This count was divided by the total number of samples to 
obtain the “observed allele frequency”. The Pearson cor-
relation was calculated between observed allele frequen-
cies and the allele frequencies that were expected based 
on the Allele Frequency Net database.

Concordance of predictions among different tools
Per gene, the concordance of the predictions between 
each pair of tools was assessed by counting the number 
of allele pair predictions made by the first tool that were 
also made by the second tool (for the same sample and 
gene). Samples where one of both tools did not make a 
prediction were not considered. This analysis was per-
formed on the 1000 Genomes and TCGA dataset.

Consensus HLA predictions
A majority voting rule was used to determine the most 
likely HLA genotype for each sample. For each gene of 
interest, we selected the pair of alleles that has been pre-
dicted the most frequently for that sample (i.e., outputted 



Page 12 of 14Claeys et al. BMC Genomics          (2023) 24:247 

by the highest number of tools). When ties occurred (i.e., 
multiple allele pairs had equal numbers of predictions), 
priority was given to the allele pair that was predicted 
by the tool with the best individual performance for that 
gene.

Selecting a minimum number of tools to make consensus 
HLA predictions
The minimal set of tools that must be included in the 
majority voting scheme to make reliable consensus pre-
dictions was determined using an iterative procedure. 
Initially, two tools were selected for the model: the tool 
that performed the best in the benchmark on the 1000 
Genomes data and the one that best complements that 
tool. The latter tool was defined as the tool that most 
often made a correct prediction (for both alleles) on the 
samples that were wrongly predicted by the best per-
forming tool. Additional tools were added to this initial 
model with k = 2 tools in a stepwise manner. At each step, 
a model with k + 1 tools was obtained by adding one 
additional tool to the model with k  tools. To determine 
which additional tool would be the most suitable choice, 
we evaluated all unselected tools and added the tool to 
the model that led to the largest increase (or the smallest 
decrease) in accuracy. This procedure was repeated until 
we obtained a model where all tools were selected.

Hardware and software environment
Analyses were performed on Ubuntu 20.04 on a Dell 
EMC PowerEdge R940xa server with 4 Intel Xeon Gold 
6240 CPUs (2.60 GHz), each with 18 physical CPU cores, 
and 376 GiB RAM installed.

Data processing and statistical analysis
Data processing and statistical analyses were performed 
using R (version 4.0).
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